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Abstract 
 
 

Space-filling designs based on Rényi entropy 

 

Space-filling designs are commonly used for selecting the input values of time-consuming 
computer codes. Since the true relation between the computer response and inputs is not 
known, the designs should allow one to fit a variety of models and should provide information 
about all portions of the experimental region. One strategy for selecting the values of the 
inputs which to observe the response is to choose these values so they are spread evenly 
throughout the experimental region, according to a “space-filling criterion”. Many space-filling 
criteria have been investigated in the literature. Some of them quantify how the points fill up 
the space using the distance between points, such as the maximin distance [5] or the Audze-
Eglais criterion [1]. Others measure the difference between the empirical distribution of the 
design points and the uniform distribution, such as the discrepancy ([9], [3]) or Kullback-
Leibler criterion [6].In this paper, we use results discussed in Pronzato’s work ([10], [8]) to 
build space-filling designs based on Renyi’s entropy. Suppose that the points x1,...,xn of the 
design D, are n independent observations of the random vector X=(X1,...,Xd) with absolutely 
continuous density function f concentrated on the unit cube [0,1]d (we reduce the design 
space to the unit cube). Rényi entropy, 
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measures the difference between f and the uniform density function in so far as, one 
always has Hq(D)  0 and the maximum value of Hd(D), zero, being uniquely attained by 
the uniform density. This latter property confirms that maximizing Rényi entropy makes f 
converge toward the uniform density. We investigate three ways for estimating the entropy: 

• a Monte Carlo method [2] where the unknown density function f is replaced by its kernel 
density estimate [11],• an estimation based on the nearest neighbor distance [7],• a 
method based on the minimum spanning tree built from the design points [4]. 
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