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Abstract

**Dimension reduction of the input parameter space for potentially vector-valued functions**

Many problems that arise in uncertainty quantification, e.g., integrating or approximating multivariate functions, suffer from the curse of dimensionality. The cost of computing a sufficiently accurate approximation grows indeed dramatically with the dimension of the input parameter space. It thus seems important to identify and exploit some notion of low-dimensional structure as, e.g., the intrinsic dimension of the model. A function varying primarily along a few directions of the input parameter space is said of low intrinsic dimension. In that setting, algorithms for quantifying uncertainty focusing on these important directions are expected to reduce the overall cost. A common approach to reducing a function's input dimension is the truncated Karhunen-Loève decomposition [1], which exploits the correlation structure of the function's input space. In the present talk, we propose to exploit not only input correlations but also the structure of the input-output map itself. We will first focus the presentation on approaches based on global sensitivity analysis. The main drawback of global sensitivity analysis is the cost required to estimate sensitivity indices such as Sobol' indices [2]. It is the main reason why we turn to the notion of active subspaces [3, 4] defined as eigenspaces of the average outer product of the function’s gradient with itself. They capture the directions along which the function varies the most, in the sense of its output responding most strongly to input perturbations, in expectation over the input measure. In particular, we will present recent results stated in [5] dealing with the framework of multivariate vector-valued functions.
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Abstract:
In diverse disciplines, complex systems modeling is often achieved by considering a black-box model for which the observation is expressed as a deterministic function of external parameters representing some physical variables. These basic variables are usually assumed random in order to take phenomenological uncertainties into account. Then, global sensitivity analysis (GSA) techniques play a crucial role in the handling of these uncertainties and in the comprehension of the system behavior.

Variance-based sensitivity indices are one of the most widely used GSA measures. They are based on Sobol’s indices which express the share of variance of the output that is due to a given input or input combination. However, by definition they only study the impact on the second-order moment of the output which is a restricted representation of the whole output distribution. Moment independent importance measures have been proposed by E. Borgonovo [1] in order to alleviate this drawback. Throughout we consider a general input-output model $Y = M(X_1, ..., X_d)$ where the scalar output $Y$ depends on a $d$-dimensional real valued random variable $X = (X_1, ..., X_d)$ through a deterministic function $M$. We assume that for every $I \subset \{1, ..., d\}$ a strict subset, the pair $(X_I, Y)$ is absolutely continuous. The idea of Borgonovo’s GSA approach is to measure how fixing $X_I$ at a value $x_I$ modifies the entire distribution of the output $Y$. This modification is quantified by the shift $s(x_I)$ defined from the $L_1$-norm between the output probability density function (PDF) $f_Y$ and the conditional output PDF $f_{Y|X_I=x_I}$:

$$s(x_I) = \frac{1}{2} \left\| f_Y - f_{Y|X_I=x_I} \right\|_{L_1(\mathbb{R})} = \frac{1}{2} \int \left| f_Y(y) - f_{Y|X_I=x_I}(y) \right| dy.$$  \hspace{1cm} (1)

So as to consider the whole range of values the random variable $X_I$ can take into account, the sensibility of the output $Y$ with respect to the input $X_I$ is defined by averaging the shift over $X_I$:

$$\delta_I := E [s(x_I)] .$$ \hspace{1cm} (2)

Estimating Borgonovo’s indices is a challenging task because of the unknown unconditional and conditional PDFs $f_Y$ and $f_{Y|X_I=x_I}$ that intervene in a convoluted way (i.e., through an $L_1$-norm) in their definitions (1) and (2). The estimation of first order indices $\delta_i$ has been the subject of extensive investigation in several works, see for instance [4][6][7].

In [6], it is shown that Borgonovo’s indices can be reinterpreted as a dependence measure:

$$\delta_I = \frac{1}{2} \left\| f_{X_I,Y} - f_{X_I} f_Y \right\|_{L_1(\mathbb{R}^2)} .$$ \hspace{1cm} (3)

The first contribution of this work [3] consists in introducing a new estimation scheme of $\delta_i$ measures from the definition (3). The proposed method combines importance sampling and the...
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Abstract:
Optimization of high dimensional functions under constraints and reliability assessment are key engineering problems, but they often come at a prohibitive cost since they usually involve a complex or expensive computer code. To overcome this limitation, analysts frequently rely on a preliminary dimension reduction by identifying which parameters drive the most the function variations: non-influential variables are set to a fixed value and optimization or reliability procedures are carried out with the remaining, significant, variables. Yet, the classical influence measures, which are meaningful for regression problems, do not account for the specific structure of optimization or reliability problems and can even lead to inaccurate solutions.

In this work, we describe a recent sensitivity index defined through a kernel-based dependency measure, the Hilbert Schmidt Independence Criterion [2]. This HSIC measure is designed to characterize whether a design variable matters to reach low values of the objective function and to satisfy the constraints. Such sensitivity criterion can readily be extended to reliability levels.

Finally, inspired by recent works in Gaussian Process-based optimization, where the authors only optimize on a randomly drawn subset of relevant variables at each iteration [1], we use this sensitivity measure to guide the selection. Our method either picks variables in a probabilistic manner where the subset of effective variables is drawn at random with probabilities equal to the normalized HSIC measures, or in a deterministic one keeping only the variables whose normalized HSIC measure is above a given threshold. We also provide different strategies to deal with the negligible inputs and apply our method on several examples from optimization benchmarks, as in Figure 1, to demonstrate how clever variable selection can efficiently improve the optimization.
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Abstract:
Taking into account inequality constraints (e.g. boundedness, monotonicity, convexity) into Gaussian process (GP) models can lead to more realistic predictions guided by the physics of data [6, 4]. Figure 1 compares two models that either ignore or take into account both boundedness (i.e. \(0 \leq y(x) \leq 1\), for \(x \in [0, 1]\)) and monotonicity constraints (i.e. \(y(x) \geq y(x')\), if \(x \geq x'\)).

![Diagram of GP regression models](image.png)

Figure 1: GP regression models under (a) no constraints and (b) boundedness and monotonicity constraints. Each panel shows: (left) samples from the different types of Gaussian priors, and (right) the resulting GP regression model conditioned on three observations (dots).

We aim at investigating a GP framework that can account for inequality constraints. Our main contributions are threefold.

First, building on the approach proposed in [6], we introduced in [4] a full Gaussian-based framework to satisfy a set of linear inequality constraints. The benefit of using the finite-dimensional representation of [6] leads to satisfy the inequalities everywhere in the input space. Furthermore, it was proved in [2] that the resulting posterior mode is the optimal constrained interpolation function in the reproducing kernel Hilbert space. Due to the truncated Gaussianity of the posterior, its distribution can be approximated via Monte Carlo or Markov chain Monte Carlo. We investigated several samplers in examples on both synthetic and real-world data, under different types of constraints. We found that the Hamiltonian Monte Carlo (HMC)-based sampler from [7] achieves the best trade-off between running time and effective sample rates.

Despite the promising results in [4], our experiments were limited up to 2D problems due to the tensor structure of our framework. This brings us to our second contribution, where various alternatives have been explored for going to higher dimensions and for a high number of observations. In the first direction, we introduced noise for the relaxation of the interpolation constraints. This also relaxed the constraints of the HMC sampler improving its efficiency. As a result, we were now able to use our framework in 5D spaces [3]. Moreover, since the computational complexity here depends on the number of basis functions rather than the observations, we can...
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Abstract:
Parametric shape optimization aims at minimizing one (or \( m \geq 2 \) in a multi-objective setting) objective function \( f(x) \) where \( x \in X \subset \mathbb{R}^d \) is a \( d \)-dimensional vector of CAD parameters. It is common that \( d \) is large, \( d \gg 50 \). Optimization in such a high-dimensional design space is difficult, especially when \( f(\cdot) \) is an expensive black-box function and the use of surrogate-based approaches \([1]\) is mandatory. The ratio between the allowed budget of function evaluations \( b \approx 100-200 \) and \( d \) is also too small to perform sensitivity analysis prior to selecting \( d' \ll d \) variables.

In this work, we exploit the fact that the computation time of a shape \( \Omega_x \) is negligible in comparison with the evaluation time of \( f(x) \). Most often, the set of all CAD generated shapes, \( \Omega := \{\Omega_x, x \in X\} \) can be approximated in a \( \delta \ll d \)-dimensional manifold where it is preferable to build the surrogate model and perform the optimization. To uncover this manifold, we apply PCA to a dataset of designs and test alternative shape representations. We then build Gaussian processes and optimize in the reduced space of eigenshapes. Such approaches have already been considered in part in \([3, 4]\), but we provide a new integrated view of shape reduction and optimization with kernel methods. In the following, the essential elements of our approach are further introduced.

From CAD description to shape eigenbasis. Let \( \phi : X \to \Phi \) be a mapping to a high-dimensional space \( \Phi \subset \mathbb{R}^D, D >> d \). We have compared alternative \( \phi : X \to \Phi \) based on their ability to uncover intrinsic dimensions through Principal Component Analysis (PCA). The \( \phi \) studied here are the characteristic function, the signed distance to contours and the contour discretization. We proceed by uniformly sampling \( N \) designs in \( X \). Performing a PCA of that sample in the \( X \) space would be useless. However, with a proper choice of \( \phi \), we have found that a few \( (\delta) \) eigenshapes allow to accurately describe the sample of CAD shapes through their principal components, \( a \) in the eigenbasis \( (v^1, \ldots, v^D) \).

GP model for shrunked spaces. Instead of building a surrogate for \( f(\cdot) \) using \( x^{(1)}, \ldots, x^{(n)} \in X \subset \mathbb{R}^d \), a GP is fitted to the principal components \( a^{(1)}, \ldots, a^{(n)} \in \mathbb{R}^D \). To simultaneously emphasize the \( \delta \) most important axes without entirely neglecting the \( D - \delta \) remaining ones, an additive model between the \( (\delta) \) active components and the residual coordinates is considered:

\[
Y(a) = \mu + Y^a(a_{1:\delta}) + Y^\pi(a_{\delta+1:D}) + \varepsilon.
\]

\( Y^a(\cdot) \sim GP_\delta(0, k^a(\cdot, \cdot)) \) is the main-effect GP in a \( \delta \)-dimensional input space and \( Y^\pi(\cdot) \sim GP_{D-\delta}(0, k^\pi(\cdot, \cdot)) \) is a sparse, isotropic GP. \( Y^\pi(\cdot) \) lives in a high dimensional space but only requires the estimation of 2 hyperparameters, \( \theta_D \) and \( \sigma^2_D \). It aims at taking the less relevant, though existing, effects of the remaining eigenshapes into account.
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Abstract:

In this present work we propose a new efficient method for solving an inversion problem under functional uncertainties. Without loss of generality, the considered numerical simulator takes inputs that can be divided into two sets, the deterministic control variables and the functional random variables. Let \( f: \mathbb{X} \times \mathbb{V} \to \mathbb{R} \) denote the output of the simulator where \( \mathbb{X} \subset \mathbb{R}^p \) is the search space of the control variables and the randomness of the simulator is derived from a random input defined in a functional space \( \mathbb{V} \). We assume that the probability distribution of the functional input is only known through a finite set of realizations \( \Xi = \{ v_1, \ldots, v_n \} \) and each evaluation of \( f \) involves a time consuming computation. Let \( X_n = \{ x_1, \ldots, x_n \} \) and \( V_n = \{ v^1, \ldots, v^n \} \) denote the initial design points. The simulator responses at these design points are denoted by \( Z = \{ f(x_1, v^1), \ldots, f(x_n, v^n) \} \).

The objective of this study is to estimate the set

\[
\Gamma^* = \{ x \in \mathbb{X} , \quad g(x) = \mathbb{E}_\mathbb{V}[f(x, \mathbb{V})] \leq c \},
\]

where \( c \in \mathbb{R} \) and \( \mathbb{E}_\mathbb{V} \) is the expectation with respect to \( \mathbb{V} \). The estimation of \( \Gamma^* \) based on computing function \( g \) at each grid point of discretized version of \( \mathbb{X} \) requires far too many expensive simulations of \( f \). Therefore, statistical methods based on a reduced number of evaluation points are widely used to overcome this latter difficulty by focusing the evaluations on the promising subregion of the control space.

Among statistical models, Gaussian Process (GP) model has received increasing interest in recent years, due to many of its good properties, such as the existence of explicit formula of statistical moments and the easy computation of the uncertainties on predictions. However, in the literature the input variables involved in Gaussian Process models are often univariate or multivariate. The purpose of this talk is first to extend the use of Gaussian Process model to cases where the inputs contain infinite dimensional variables or functional data which are collected as curves. Then we define an infill sampling criterion based on the GP model in order to solve the stochastic inversion problem (1).

After a dimension reduction of the functional space \( (\mathbb{V} \in \mathcal{V} \rightarrow \mathbb{U} \in \mathbb{R}^{m_u}) \), a GP model \( Z_{(x,u)} \) is built in the joint space of control and uncertain variables \( (x, u) \). Then an averaged GP over the random variables is derived [2], \( Y_{(x)} = \mathbb{E}_U[Z_{(x,u)}] \). Therefore the ‘induced’ Gaussian process approximates the expected response involved in inversion problem (1). Driven by the Gaussian process conditioned on the \( n \) observations \( Y_{(x)}^{(n)} \), the proposed infill strategy consists of two steps: first we choose \( x^{n+1} \) by minimizing the Vorob’ev deviation [1]. Secondly we choose the uncertain point \( u^{n+1} \) that minimizes the variance of the process \( Y_{(x)}^{(n)} \) evaluated at the point \( x^{n+1} \). By iterating this procedure, we expect a rapid estimation of the set \( \Gamma^* \) with a limited number of calls to the simulator \( f \).
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Abstract:

The calibration of computational models based on collected measurements is a well-known problem in engineering and the applied sciences. A popular and powerful way to carry out this calibration is provided by the Bayesian inference framework. It reframes the calibration problem in the setting of updating prior information about the unknown model input parameters $X \sim \pi(x)$ following the observation of measurements $y$ through the well known Bayes’ theorem:

$$
\pi(x|y) = \frac{\mathcal{L}(x;y)\pi(x)}{Z}, \quad \text{with} \quad Z = \int_{\mathbb{R}^M} \mathcal{L}(x;y)\pi(x) \, dx.
$$

(1)

In this equation, the so-called posterior distribution $\pi(x|y)$ reflects the updated information about the parameters $x$. The connection between the prior and posterior distributions is established through the likelihood function $\mathcal{L}(x;y) = \pi(y|x)$.

The theoretical framework for updating the prior distribution is well established. In most real-world applications, however, it is not possible to analytically compute the posterior distribution. Nonetheless, numerous techniques to solve the Bayesian problem have been developed in the past. They range from classical methods that generate a sample distributed according to the posterior distribution (Markov chain Monte Carlo algorithms), to new methods that aim at finding a transport map to push-forward the uncertainty from the prior to the posterior distribution (optimal maps [2]) or likelihood-free methods (approximate Bayesian computation [1]).

It was shown in a recent publication [3] that the Bayesian updating problem can also be solved by constructing a polynomial chaos expansion (PCE) of the likelihood function $\mathcal{L}(x;y)$. The obtained spectral likelihood expansion (SLE) leads to analytical expressions for the normalization constant $Z$ in Eq. (1), posterior moments and general quantities of interest. While these theoretical results are very promising, the method is not feasible in real-applications, as the required polynomial degree for a usable likelihood approximations typically exceeds the computational budget.

To reduce the required polynomial degree, we herein present a new algorithm that sequentially constructs low order PCEs of the likelihood function in increasingly smaller domains. The algorithm initially builds a PCE of the likelihood function over the whole prior support (identical to SLE). In further steps, the experimental design is enriched in subregions with high approximation errors and the unexplained residual is used to construct low order PCEs in these subregions. Due to the employed selective refinement, the procedure remains usable in moderate to high dimensions. An estimate of the generalization error is used to terminate the algorithm, once a sufficient approximation accuracy has been reached.
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Abstract:
We propose two branch-and-bound algorithms to optimize the conditional quantiles of stochastic black boxes. We consider systems that can be modeled as: \( f: \mathcal{X} \times \Omega \to \mathbb{R} \), with \( f \) a reward or cost function, \( \mathcal{X} \subset \mathbb{R}^D \) a design space and \( \Omega \) a stochastic space. Contrary to deterministic black boxes, at a fixed \( x \), the output is a random variable \( Y_x = f(x, \omega) \) that follows an unknown distribution \( P(Y|X=x) \). We consider the classical setting of computer experiments: the function is only accessible through pointwise evaluations \( f(x, \omega) \) and the gradient of any functional of \( f \) is unknown. Additionally, we assume that the variance of \( P(Y|X=x) \) may vary with respect to \( x \) (heteroscedasticity) and that \( P(Y|X=x) \) does not belong to any specific parametric class.

The conditional quantile function of order \( \tau \) is defined as \( q_\tau(x) = \inf \{ q : F_q(X=x) \geq \tau \} \), \( \tau \in (0,1) \), where \( F_q(X=x) \) is the cumulative distribution function of \( P(Y|X=x) \), and we denote its supremum (that is assumed to be a maximum) as \( q_\tau(x^*) \). Given a finite evaluation budget \( n \), the goal of the presented algorithms is to propose a value \( x(n) \) such that the simple regret

\[ r_n = q_\tau(x^*) - q_\tau(x(n)) \]

is as small as possible. To do so, the algorithms use a sequential strategy \( x_1, \ldots, x_n \) that balances between exploration and intensification. Once the budget is over, the value with the best theoretical guarantees \( x(n) \) is returned.

Classical bandit-based approaches [2] rely on an upper confidence bound (UCB) of the objective function instead of a simple estimator, that is, a surrogate function larger than the objective supremum with high probability. Computing an UCB everywhere on a continuous input space may be difficult. To facilitate the computation and guide the sampling strategy, the algorithms that we consider are based on recursive partitionings of \( \mathcal{X} \) represented by hierarchical partition trees \( T \). The association between UCB and hierarchical trees has been widely used to optimize the conditional expectation [2, 5]. However, to our knowledge, we are the first to rely on this type of strategies in order to optimize conditional quantiles over continuous spaces.

We propose here two algorithms: Quantile Optimistic Optimization (QOO), which is an adaptation of the Deterministic Optimistic Optimization (DOO) [4], and Quantile Hierarchical Optimization (QHO), which is inspired from the Hierarchical Optimistic Optimization (HOO) [2]. Following the work of [6] on discrete problems, both rely on a deviation inequality for the empirical quantile [3] to build an UCB. The UCB function is designed to favor the leaves most likely to contain \( x^* \) in order to create an accurate estimator near the possible optimal points, while also favoring the leaves that have been least explored.

The principle of QOO is as follow. Starting from an initial partitioning \( T_1 \) of \( \mathcal{X} \), at each step \( t \) (\( 1 \leq t \leq n \)) QOO computes an UCB for all the leaves. Then the leaf with the highest UCB is
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Abstract

**A short introduction to data assimilation (Course 1/2)**

With this contribution I propose a short introduction to data assimilation (DA), with a strong emphasis on the methods used in geosciences (my expertise). The first part will be dedicated to a global and intuitive perspective: which problems are solved using DA, and how. In the second part, I will expose the maths. The main methods reviewed are: the particle filter, the Kalman filter, the EnKF, and 4DVar, which are mostly used in geophysics. The third and last part will present examples and typical future challenges in geophysical DA.
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Abstract

Privacy sets revisited

In computer simulation experiments, which have now become a popular substitute for real experiments, one usually aims to spread out the measurements uniformly across the design space, yielding so-called space-filling designs. Most of the literature on space-filling designs attempts to achieve its aim by optimizing a prescribed objective measuring a degree of space-fillingness (see eg. Pronzato and Müller, 2012). These criteria are sometimes combined with an estimation or prediction oriented criterion. Let us label those as “soft” space-filling methods. In contrast “hard” space-filling methods ensure desirable properties by enforcing constraints on the designs, as for instance provided by privacy sets (see Benková et al. 2016), such that a secondary criterion can be used for optimization. External constraints such as on the design region or else can be incorporated in a similar manner.

This talk provides a fresh look on the role of privacy sets for the construction of space-filling designs with new algorithms and new examples. In contrast to the privacy sets considered in our previous work, the new constraints guarantee some minimal distance between any two design points, which spreads out the measurements across the design space in a very natural way.
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Finding a compromise between information and regret in clinical trials

Joint work with Luc Pronzato. We consider the treatment allocation problem in the setting of comparative clinical trials in which patients arrive sequentially. For this type of trials, response adaptive and/or covariate-adjusted designs can be used to construct the sequence of allocation probabilities to satisfy the study objectives. The most common target for allocation designs is a maximum precision of the estimation of treatment's model parameters, e.g. in some generalized linear models. This can be achieved through the maximization of an information criterion, a concave function of the Fisher information matrix. But ethical clinical study should also reduce the number of patients who receive inferior treatments. We propose a compromise criterion defining a trade-off between information and ethics objectives through the convex combination of an information criterion and a regret function. Under mild conditions, we show the existence and give an explicit construction of the locally optimal (maximizing the compromise criterion) allocation measure on the space of covariates. This allocation measure is then used in an oracle covariate-adaptive allocation procedure. However the construction of the optimal allocation measure is complicated and requires an a priori knowledge of covariates distribution. We show how these difficulties can be avoided by using a covariate-adaptive allocation rule based on empirical allocation measures, which we show to converge to the optimal measure. To deal with the unknown model parameters, we propose a response-adaptive allocation rule that uses current Maximum Likelihood estimates of model parameters. Comparison of our allocation designs with recently proposed adaptive designs from literature will be given.
Abstract

Measures minimizing regularized dispersion

We consider a continuous extension of a regularized version of the minimax, or dispersion, criterion widely used in space-filling design for computer experiments and quasi-Monte Carlo methods. We show that the criterion is convex for a certain range of the regularization parameter (depending on space dimension) and give a necessary and sufficient condition characterizing the optimal distribution of design points. Using results from potential theory, we investigate properties of optimal measures. The example of design in the unit ball is considered in details and some analytic results are presented. Using recent results and algorithms from experimental design theory, we show how to construct optimal measures numerically. They are often close to the uniform measure but do not coincide with it. The results suggest that designs minimizing the regularized dispersion for suitable values of the regularization parameter should have good space-filling properties. An algorithm is proposed for the construction of n-point designs.
Abstract

Active observation of Level Lines of Spatial Fields

We present a design criterion for the active acquisition of level sets of a spatial field. Current adaptive design algorithms for the estimation of the probability that a field exceeds a certain value greedily select the observations that optimize uncertainty of the estimator of exceedance probability, relying on a prior Gaussian Process model for the field. Although these design methods do induce a clustering of the design points in the vicinity of the target level set of the spatial field, they are not designed for the situations where the main interest is to spatially locate the level line. This is intuitively understood by observing that uncertainty about the locus of the target level curve strongly depends on the internal correlation of the predicted field, while current design criteria only consider the marginal distributions, and thus attached uncertainties, at each point of the field’s domain.
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Abstract

Model-Based Robust Design in Industry

The need for Robust Design has led to many innovations in computer experiments which itself has driven advances in automation and parametrization of simulation models. Now, as empirical data become cheaper to acquire and more ubiquitous, the challenge is to combine both physics-based and data-driven approaches to support the product development process.

This talk will attempt to give an end-to-end account of how Robust Design supports the decision-making process from component development through to the validation of system-level requirements.
Abstract

Tumour characterization from Positron Emission Tomography imaging data

This work focuses on the development of statistical methods for the analysis of cancer imaging data. We consider in particular problems related to the assessment of prognosis, staging and disease recurrence, mainly from Positron Emission Tomography (PET) imaging data but also from MRI and CT modalities. In particular, spatial heterogeneity of the 18F-fluorodeoxyglucose uptake pattern in PET has been established as a strong prognostic indicator for sarcoma, lung, breast and other cancers. Our approach consists in developing new quantification methodologies for characterization of tumour metabolism and structure. Spatial models of the volumetric distribution of PET tracer uptake within the volume of interest are used to extract relevant metabolic and structural descriptors of the tumour. These variables are then considered for the assessment of prognosis and therapeutic response. This work involves a number of technical aspects from various areas including nonparametric estimation, regularization and statistical learning. The main application of this research is cancer patient-adaptive treatment, but it also links with problems found in other biomedical and actuarial applications.
Abstract

Space-filling designs based on Rényi entropy

Space-filling designs are commonly used for selecting the input values of time-consuming computer codes. Since the true relation between the computer response and inputs is not known, the designs should allow one to fit a variety of models and should provide information about all portions of the experimental region. One strategy for selecting the values of the inputs which to observe the response is to choose these values so they are spread evenly throughout the experimental region, according to a “space-filling criterion”. Many space-filling criteria have been investigated in the literature. Some of them quantify how the points fill up the space using the distance between points, such as the maximin distance [5] or the Audze-Eglais criterion [1]. Others measure the difference between the empirical distribution of the design points and the uniform distribution, such as the discrepancy ([9], [3]) or Kullback-Leibler criterion [6]. In this paper, we use results discussed in Pronzato’s work ([10], [8]) to build space-filling designs based on Renyi’s entropy. Suppose that the points $x_1,...,x_n$ of the design $D$, are $n$ independent observations of the random vector $X=(X_1,...,X_d)$ with absolutely continuous density function $f$ concentrated on the unit cube $[0,1]^d$ (we reduce the design space to the unit cube). Rényi entropy,

$$H_q(D) = \frac{1}{1-q} \ln \int_{[0,1]^d} f(x)^q dx$$

measures the difference between $f$ and the uniform density function in so far as, one always has $H_q(D) \geq 0$ and the maximum value of $H_d(D)$, zero, being uniquely attained by the uniform density. This latter property confirms that maximizing Rényi entropy makes $f$ converge toward the uniform density. We investigate three ways for estimating the entropy:

- a Monte Carlo method [2] where the unknown density function $f$ is replaced by its kernel density estimate [11],
- an estimation based on the nearest neighbor distance [7],
- a method based on the minimum spanning tree built from the design points [4].
Abstract

Synthesis of geological images using deep learning techniques

We propose a framework for synthesis of geological images based on an exemplar image (a.k.a. training image). We synthesize new realizations such that the discrepancy in the patch distribution between the realizations and the exemplar image is minimized. Such discrepancy is quantified using a kernel method for two-sample test called maximum mean discrepancy. To enable fast synthesis, we train a generative neural network in an offline phase to sample realizations efficiently during deployment, while also providing a parametrization of the synthesis process. We assess the framework on a classical benchmark of a binary image representing channelized subsurface reservoirs. Results show that the method is effective in reproducing the visual patterns and spatial statistics (image histogram and two-point probability functions) of the exemplar image, providing a promising direction towards parametric synthesis of geology directly from an exemplar image.

References:

Abstract

Machine Learning techniques in Industry. Application to oil refining

In recent years, the increasing integration of the Internet of Things into production industry is at the genesis of a new digital industrial revolution known as Industry 4.0 [1]. The core component of Industry 4.0 is the concept of the digital twin. The main objectives of digital twin are to replace or reduce expensive, time-consuming physical experiments with rapid, inexpensive computer simulation [2]. Accurate and reliable predictive models for physiochemical properties of Hydrocracking process (HCK) products are extremely important. It can help petroleum refinery industries to save time and expansion on costly experiments. In our case, this is the main motivation to synthesize the available knowledge base of HCK process to build a digital twin capable of predicting the product properties of valuable petroleum fractions based on scientific principles. However, for the efficient execution of digital twins is it required to use the different steps of the Knowledge Discovery in Databases-process (KDD-process) [3]. That means automatic extraction of non-obvious, hidden knowledge from large volumes of data [4]. Ideally, the twin would enable:

1. Data cleaning and preprocessing to handle:
   - missing data items by deletion or imputation approach,
   - unexpected values (variables under consideration are expected to have values within a predefined range) by expert pre-processing.

2. Outliers Detection to identify and remove unwanted samples from data. In this work, we use the Local Outlier Factor (LOF) technique [5].


4. Machine learning to build models that characterize the impact of different physicochemical properties of the product. For this, Linear Regression, Kriging ,Support Vector Regression , Random Forest and Gradient Boosting Machine are proposed
Abstract

A few elements of numerical analysis for PDEs with random coefficients of lognormal type

In this talk, we will address some basic issues appearing in the theoretical analysis of numerical methods for PDEs with random coefficients of lognormal type. To begin with, such problems will be motivated by applications to the study of subsurface flow with uncertainty. We will then give some results concerning the spatial regularity of solutions of such problems, which of course impacts the error committed in spatial discretization. We will complete these results with integrability properties to deal with unboundedness of these solutions and then give error bounds for the finite element approximations in adequate norms. Then we will see how these two results enable, among other things, to provide a bound for the computational cost of the multi-level Monte Carlo algorithm. Finally we will discuss the question of the dimensionality, which is crucial for numerical methods such as stochastic collocation. We will consider the approximation of the random coefficient through a Karhunen-Loève expansion, and provide bounds of the resulting error on the solution by highlighting the interest of the notion of weak error.
Abstract

Efficient Topological and morphological characterization of 3D complex microstructures

Abstract: Porous media characterization is central for heterogeneous catalysis for the production of biofuels and chemical intermediates by biomass transformation. Their description should provide certain connection to some of their physicochemical properties, and concerning their activity or selectivity. Standard geometric descriptions, such as porous volume fraction, granulometry of pores, or specific surface area, are seldom sufficient for this purpose. This is why we have developed new morphological and topological descriptors using the so-called “distance transform” with adapted time-efficient numerical methods. The present work is a global attempt to provide a realistic description of the microstructure of porous media; it should help to define an optimal microstructure modelization taking into account intended textural and usage properties. Such a description can also lead to a structural classification of porous media. We will present a first approach addressing the ability for given particle’s sizes to go through the porous network until a critical radius. Then, we will define a new versatile tortuosity descriptor based on the travel distance of a particle in a porous maze. The computation of these new descriptors will be shown using plug im!, a signal and image processing open access software, on several types of porous media such as zeolites, metal-organic frameworks and alumina catalyst supports.
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Abstract

Restricting ambitions in global multi-objective optimization of costly functions

Bayesian algorithms (e.g., EGO, GPareto) are a popular approach to the mono and multi-objective optimization of costly functions. Despite the gains provided by the Gaussian models, convergence to the problem solutions remains out of reach when the number of variables and / or the number of objective functions increase. In this presentation, we describe two ways, both involving Gaussian processes, to restrict ambitions in order to recover problems that can be solved. First, in multi-objective optimization, we discuss targeting the center of the Pareto front: what is a Pareto front center? How to detect it? What to do once it is found? Second, we provide elements of sensitivity analysis specific to optimization to freeze some of the variables: what variables count in optimization? How to fix the other variables? This talk summarizes joined works with David Gaudrie, Adrien Spagnol, Sébastien Da Veiga and Victor Picheny.
Abstract

Statistical 3D analysis of foam bubbles in porous media using a large NoSQL Database

Modeling foam behavior in porous media is a complex task. X-ray computed tomography experiments are used to obtain at least an accurate visual description of physical processes. Thus, it provides a large collection of 3D images. Using python and scikit-image, an automatic sequence of operation able to process these images was developed to isolate foam bubbles in porous media and to extract geometric and statistical features over this huge set of images. To transform such a large collection of raw images into meaningful features requires also a clean upstream preparation. Therefore, a database was also designed in order to let python apply standard algorithms of image processing in an automated way.
Abstract

Detecting and exploiting the low-effective dimension of multivariate problems using gradient information

Approximation of multivariate functions is a difficult task when the number of input variables is large. Identifying the directions where the function does not vary significantly is a key preprocessing step to reduce the complexity of the approximation algorithms. We propose a gradient-based method that permits to detect such a low-dimensional structure of a function. The methodology consists in minimizing an upper-bound of the approximation error obtained using Poincaré-type inequalities. This generalizes the active subspace method to vector-valued functions. We also show the connection with standard screening techniques used in Global Sensitivity Analysis. Finally, the method naturally extends to non-linear dimension reduction, e.g. when the function is not only constant along a subspace but along a low-dimensional manifold.
Abstract

Optimization and reliability design of a floating offshore wind turbine

The floating wind turbine technologies currently under development must be designed to withstand environmental conditions for several decades, taking into account several uncertainties on the solicitations and the models. According to design standards, the validation of a configuration must satisfy in particular both extreme limit state and fatigue limit state. A reduction of the cost of electricity generated by these turbines is required to become comparable with other sources of power generation, thus motivating optimization of the configuration.

Both the evaluation of the reliability constraints, and a fortiori the optimization submitted to these constraints, constitute a challenge because of the considerable computation cost. This cost results from the complexity of the aero-hydro-servo-dynamic simulators as well as from the very large number of load cases prescribed by the design standards. After introducing the problem, we present several strategies to limit this cost calculation. The calculation of the constraints in extreme limit state can be simplified by describing the input signal of the loading (swell, wind) by harmonics with a hundred random variables. Assuming the load process to be stationary, we recover a time independent reliability problem. The computation of the most probable point at an arbitrary time, greater than initial transient stage, enables to determine the critical loading with reduced simulation times when compared to standards. The outcrossing rate can be calculated with a limited cost in a FORM framework or more precisely with dimension reduction strategies. Results are illustrated for the case of a mast of a wind turbine. The calculation of fatigue stresses can be considerably accelerated by constructing a response surface based on an optimal experimental design. In the case of optimization, we illustrate the interest of a non-derivative algorithm (SQA), developed at IFPEN, which is particularly adapted to this type of simulator, with the application to the configuration of an electrical cable connecting floating wind turbines. Finally, we propose lines of thought to decouple the optimization loop from the calculation configuration of the reliability constraints. This last point is addressed in a thesis to optimize the configuration of the mooring lines for a floating wind turbine.
Poster sessions
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**Abstract:** In engineering problems, simulators commonly contain sources of uncertainty due to measurements for example. They are called stochastic simulators because they yield a probability density function (PDF) with respect to every input. Even though through numerical computations, stochastic simulators can be investigated, they remain computationally expensive. Metamodels are mathematical functions that mimic the behavior of simulators and are used to overcome the pricey calls to the simulators. The abstract introduces a metamodeling approach for stochastic simulators based on Karhunen-Loève (KL) expansion [4].

Let $H(x, \omega) \in \mathbb{R}$ be a stochastic process on $D \times \Omega$, where $x \in D \subset \mathbb{R}^n$ and $\omega$ in the sample space $\Omega$. The stochastic simulator is modeled as a stochastic simulator, and its surrogate is a stochastic process as well, noted $\hat{H}(x, \omega)$. Let the stochastic process $H(x, \omega)$ be a zero mean second order process. Its covariance operator is denoted $C(x, y)$ and let $\lambda_i$ and $\phi_i$ be respectively its eigenvalues and eigenvectors. Then the KL expansion [4] reads as follow:

$$H(x, \omega) = \lim_{p \to \infty} \sum_{i=1}^{p} \sqrt{\lambda_i} \xi_i(\omega) \phi_i(x) \quad (1)$$

In practice, several calls to the stochastic simulator are made, let $M$ be the size of the design of experiment set (DoE) and $M$ the number of realization on each point from the DoE. The simulated process is then a matrix with $M$ rows and $N$ columns, each row represents the $N$ realizations made over a point from the DoE. Each column represents a trajectory, meaning that for all $x \in DoE$, simulations were carried with a same seed. Based on the data from the simulation, the empirical covariance matrix is evaluated, $\lambda_i$ and $\phi_i$ are calculated. The aim is to predict the PDF of a new point $x^* \in D$. Based on Eq.1, the predicted response reads as $\hat{H}(x^*, \omega) = \sum_{i=1}^{M} \sqrt{\lambda_i} \xi_i(\omega) \phi_i(x)$.

- $\xi_i(x^*)$ is unknown, the eigenvectors are only computed for the DoE set. To overcome this limitation, a $\phi_i$ originally known only over the $M$ point of the DoE can be interpolated to predict $\phi_i(x^*)$.

- Alternatively, a metamodel of the covariance is build using polynomial chaos expansions [1], the eigendecomposition is then performed to get $\hat{\phi}_i$. Both ways are used and compared.

- Concerning the random variables, they are the projection of $H$ onto the base of the eigenvectors $\phi_i$, $i \in \{1 \ldots M\}$ [4]

$$\hat{\xi}_i(\omega_k) = \frac{1}{\sqrt{\lambda_i}} \sum_{j=1}^{M} H(x^{(j)}, \omega_k) \phi_i(x^{(j)}) \quad (2)$$
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Abstract:
In the manufacturing industry, the core of production processes involves complex physical and chemical phenomena. Their control and efficiency is of critical importance. In practice, data is collected along the manufacturing line, characterizing both the production conditions and its quality. State-of-art supervised learning algorithms can successfully catch patterns of such complex physical phenomena, characterized by non-linear effects and low-order interactions between parameters. However, any decision impacting a production process have long term and heavy consequences, and then, cannot simply rely on stochastic modeling. A deep physical understanding is required and black-box models are not appropriate. Models have to be interpretable, i.e. provide an understanding of the internal mechanism that build a relation between inputs and outputs, to provide insights to guide the physical analysis. There is no agreement in statistics and machine learning communities about a rigorous definition of interpretability [6]. It is yet possible to define minimum requirements for interpretability: simplicity, stability [8] and predictivity.

Decision tree [2] can model highly non-linear patterns while having a simple structure and is then widely used when interpretability is required. Decision tree is also highly unstable to small data perturbation, which is a very strong limitation to its practical use. Random forest [1] stabilizes decision trees by aggregating many of them, it strongly improves accuracy but the model is a black box. Another class of supervised learning method can model non-linear patterns while having a simple structure: rule models. A rule is a conjunction of constraints on inputs variables that form a hyper-rectangle in the input space, where the estimated output is constant. A collection of rule is combined to form a model. Many algorithms were developped, among them: SLIPPER [3], Rulefit [4], Node Harvest [7] and BRL [5]... They share the same draw brack as trees: instability.

In this work, we design a new classification algorithm which inherits the accuracy of random forests, the simplicity of decision trees while having a stable structure for problems with low-order interaction effects. The principle of random forest is used, but instead of aggregating predictions, we focus on the probability that a given hyper-rectangle (a node) is contained in a randomized tree. The nodes with the highest probabilities are robust to data perturbation and represent strong patterns. They are selected to form a stable rule ensemble model. Our proposed algorithm works as follows:

2. Generate a large number of rules with the random forest procedure.
3. Select rules based on their frequency of appearance in the random forest.
4. Average the selected rules to form a rule ensemble model.
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Abstract:

Floods in general affect more people than any other hazard with 1.5 billion people affected in the last decade of the 20th century. Many recent events (e.g.: Katrina, USA 2005; Xynthia, France 2010) illustrate the complexity of coastal systems and the limits of traditional forecast and early warning systems and flood risk analysis. Recent scientific progresses now allow properly modeling coastal flooding events. Such models are nevertheless very expensive in terms of computation time (multiple hours) which prevents any use for forecast and warning. A widely used method to approach this type of limitation is to build a reduced model (often called surrogate model or metamodel), able to provide high precision estimates of the response surface at an acceptable computation time.

This study was developed in the frame of the ANR RISCOPE project, which studies the development of metamodels for coastal flooding early warning [1]. In the coastal flooding context, the metamodel should be able to deal with functional inputs associated to time varying maritime conditions such as the tide and surge. Among all the types of metamodels available (polynomials, splines, neural networks, etc.), we focus on Kriging (also called Gaussian process model), characterized by its mean and covariance functions [6, 5]. The main advantage of Kriging is its ability to provide both a prediction of the computer code and the uncertainty attached to this prediction [3]. Kriging metamodels were originally developed for scalar inputs, however, they can be also built for functional inputs. To this end, we project each functional input on a functional basis, and then we use the projection as inputs of the metamodel. In this study we compare results of metamodels based on B-splines [2] and PCA [4] projection methods, as well as two different forms to measure the distance among functional basis within the covariance function: (i) taking the coefficients of the functional decomposition as independent scalar inputs; and (ii) using an adapted distance for functional decompositions. We illustrate a procedure for identification of relevant functional inputs for the metamodel. We further discuss two approaches to tune the dimension of the projections: i) based on the error of the projection; ii) based on the performance of the metamodel. Our results show that the approach based on the error of the projection, being the most widely used in the literature, may lead to unnecessarily large projection dimensions. In contrast, the approach based on metamodel performance presents the virtue of directly pointing to the final objective of building a fast and accurate metamodel. All codes were implemented in R and the metamodel was validated through a case study based on real data gathered at Gâvres coast in France.
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Abstract:
EDF (Electricité De France) is a world leader in electricity generation and manages a large number of industrial assets. An industrial asset can be any physical installation managed by the company (a hydroelectric plant for example). In order to ensure effective and reliable electricity generation, the exploitation of these installations must be optimized. This task falls into the field of industrial asset management. For a given asset, several management strategies can be defined. More precisely, we focus on maintenance strategies that consist in setting up rules for the maintenance of components of a physical system. These strategies represent investments for the company. The goal of asset management is to provide indicators for decision support taking into account all technical and economic dimensions throughout the life of an asset, ensuring that the best investments are done at the right time.

In this work we consider a physical system with components sharing a common stock of spare parts. The performance of a maintenance strategy is quantified with an economic indicator: the NPV (Net Present Value). The NPV is the difference between the cost generated by a reference maintenance strategy and the evaluated maintenance strategy. Hence a positive NPV means that the evaluated strategy is better than the reference one. As the costs depend on random failures that can happen during the life of a component, the NPV is itself a random variable. EDF has developed the software VME (Valorisation Maintenance Exceptionnelle) that uses Monte-Carlo simulations to estimate the distribution of the NPV. We denote by \( j(u, \omega) \) the output of one simulation, which is the NPV for the maintenance strategy \( u \) with the realization \( \omega \) of the random variable \( W \) modelling the dates of failure of the components. The performance of a given maintenance strategy can then be quantified by computing an estimation of the risk measure we consider on the NPV (expectation, \( \alpha \)-quantile, …). Here, the risk measure we use is the expectation \( \mathbb{E}(j(u,W)) \), i.e. the best maintenance strategy is the one which leads to the highest expectation for the NPV.

VME is therefore able to evaluate the performance of a given maintenance strategy, however it is not possible to do optimization with the software in order to find the best maintenance strategy

\[
u^* \in \arg \min_{u \in U} J(u) \text{ where } J(u) = \mathbb{E}(j(u,W)) \]

where \( U \) is the set of admissible maintenance strategies. Solving this optimization problem is the goal of this work.

The code VME is considered to be a blackbox: given an input maintenance strategy \( u \) it outputs an estimation \( \hat{J}(u) \) of \( J(u) \) but we have no access to the gradients of \( J \), they are in fact not even necessarily defined. Moreover the evaluation of the objective function \( J \) is noisy as the Monte-Carlo method only gives estimations of the expectation. Finally, for large systems, we also need to take into account that one function evaluation, i.e. the computation of \( \hat{J}(u) \) for one given \( u \in U \) is expensive in computation time. This is due to the fact that we need a large number of Monte-Carlo simulations for one evaluation of \( J \) as the variance of the NPV \( j(u,W) \) is large.
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Abstract:
The idea of variational data assimilation methods (e.g. 3D-VAR, 4D-VAR) consists of finding a compromise between background predictions and instrumental observations where the associated weights are provided by prior error covariance matrices. A key element is the improvement of background error covariance matrix (often denoted by B), giving the constraint of shortage of experimental information. The mis-specification of background error covariance matrix structure can be problematic in terms of reconstruction/prediction accuracy as well as output error covariance estimation. Continuous attention and effort has been given to this topic, several methods are developed in order to improve the B matrix computation. Considered as the main contributor of background error in a dynamical data assimilation chain, the model error covariance matrix computation is also carefully studied, as described in the overview [2]. These methods we find in literature are more appropriate in a successive data assimilation procedure while for our applications, we are also interested in short term prediction and statistic reconstruction.

A great effort has also been carried out to diagnose and improve the covariance matrices modelling a posteriori, in particular the diagnostic and iterative methods developed by Météo-France [1] (also known as Desroziers iterative method). This method adjusts sequentially the background-observation error covariance ratios based on posterior indicators. Recent efforts are also investigated to apply diagnostic methods in local sub-spaces, which could make the covariance rebuild more flexible especially for high dimensional or multivariate problems. However, we notice that the Desroziers iterative method only modifies a multiplicative coefficient of matrix B which means the assumed prior error correlation can not be corrected. The efficiency of this method could also be limited when lack of historical data due to sampling errors when evaluating posterior indicators.

Inspired by existing industrial practice, consisting in repeating several times the assimilation procedure with the same observations, we have developed two novel iterative methods: CUTE (Covariance Updating iTerative mEthod) and PUB (Partially Updating BLUE method) for building background error covariance matrices in order to improve the assimilation result under the assumption of a good knowledge of the observation error covariances.

Using a linear observation operator, we have compared CUTE, PUB with the Desroziers approach, starting by a mis-specified assumed background matrix $B_A$ in a twin fluid mechanics experiment framework together. The improvement in terms of assimilation accuracy is similar for all three methods. However, experiments show that the two new methods own a significant advantage concerning output correlation recognition under the assumption that the background error is dominant over the one of the observations. We draw the evolution of reconstruction error against the number of iterations in Fig.1 [left].
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Abstract:
The problem under interest in this PhD is a Reliability-Based Design Optimization (RBDO) [1] applied to the design of a component of a floating offshore wind turbine. Indeed, the reliability of this structure is in particular insured by the anchoring system of the floating support which restricts the wind turbine motion. This mooring system must have an attractive cost and avoid the ruin caused by a failure of the anchoring lines as a consequence of accumulated damage during the lifespan of the structure. We introduce randomness in the problem by considering uncertainties on the modeling process, represented by the random vector $\xi$, and on the marine environment conditions, represented by the random process $Z$. This problem can be mathematically stated as

$$\begin{align*}
\min_{x \in \Omega} & \quad c(x) \\
\text{s.t} & \quad \mathbb{P}(g(x, \xi) > \rho) < 10^{-4} \\
& \quad \mathbb{P}(\min_{t \in [0, T]} T(t, x, \xi; Z) < 0) < 10^{-4} \\
& \quad \mathbb{P}(\max_{t \in [0, T]} \beta(t, x, \xi; Z) > 6) < 10^{-4}
\end{align*}$$

with :

- $x$ the design variables and $\Omega \subset \mathbb{R}^n$ the feasible set ;
- $c$ the cost of the mooring system ;
- $g$ the fatigue constraint. $g$ has strong non-linearities and is expensive to evaluate ;
- $T$ the tension of the mooring line ;
- $\beta$ the constraint on the pitch of the floater (rotation around the vertical axis) that must be less than $6^\circ$ ;
- $Z = (Z(t))_{t \in [0, T]}$ represents the sea elevation and is a locally stationary process that is piecewise stationary over intervals of duration $\Delta T : Z(t) = \sum_i \mathbb{1}_{[T_i, T_{i+1}]}(t) \zeta_i(t - T_i)$ where $T_i = i \Delta T_i$, $(\zeta_i(t))_{t \in [0, \Delta T]}$ are independent stationary Gaussian processes with covariance parameterized by $X_{LT,i}$. $X_{LT,i}$ are i.i.d. random vectors with given discrete joint probability distribution that characterize each stationary sea state.

The calculation of $c$ does not raise any issue. Apart from the judicious choice of the optimization method to obtain an acceptable solution, the difficulty lies in the need to estimate a probability
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Abstract:

With the recent development of sensing devices, more and more data are recorded continuously (or at least at high frequency) through time and space. These measures lead to large amount of data, called functional data. We retrieve functional data in large variety of domains. For example, in biology, growth curves have probably been the first dataset considered as functional data [3]. But, one can find application in physics (spectroscopy), economics (index evolution), music (sounds recognition), medicine (electroencephalography comparison), and so on. Lately, multivariate functional data have been considered. For instance, one can cite two famous examples from Ramsey and Silverman [2], gait cycle data and Canadian weather data. Moreover, the automotive industry also generates large volume of functional data. In particular, vehicle trajectories, which are our case of interest, could be describe like that. Functional data analysis (FDA) develops the theory and statistical methodology for studying such data. So, FDA is the analysis of data that are, in a general manner, objects that can be represented by functions. Thus, by analogy with multivariate data analysis where an observation is represented by a random vector of scalars, in FDA, an observation is a random vector of functions. Hence, functional data are intrinsically infinite dimensional. However, we can not generally observed directly the functions but only a discretization of the functions over a fixed or random grid of points.

Now, recall our case of interest: vehicle trajectories. Nowadays, a vehicle records a lot of information about its environment through his different sensors (camera, radar, lidar). More particularly, it registers some characteristics about vehicles around him at high frequency. These characteristics can be the longitudinal and lateral position, the acceleration, the size, the type of the vehicle for instance. All the information are recorded relatively to the considered vehicle (also known as EGO car). Define a driving scene as a small period of time, say $T$, during which we record the environment of the EGO car. This environment is constituted by a certain number of vehicles, say $P$, whose one records a certain number of characteristics for each vehicle, say $D$. However, we do not assume that all of the $P$ vehicles are recorded on the complete interval $T$, but only on a random compact subset of $T$. So, an observation of a scene can be represented as a random vector of functions:

$$Z = \left(Z^{(1)}, \ldots, Z^{(P)} \right), \quad \forall i \in \llbracket 1, P \rrbracket, Z^{(i)} : T^{(i)} \subset T \longrightarrow \mathbb{R}^D.$$ 

Moreover, $Z^{(i)}$ is assumed to be in $L^2(T^{(i)})$ for all $i \in \llbracket 1, P \rrbracket$. So, realizations of $Z$ are multivariate functional data which are defined on different domains. The analysis of such data is performed in three major steps: smoothing, dimension reduction and then clustering.

The smoothing step has two major goals. The first one is to remove the eventual noise in the measurements because the sensors are not perfect and they can not retrieve exactly the reality.
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Wave propagation in a random medium

The problem of wave propagation through a random medium arises naturally in many physical applications. Many theoretical works have been done on this subject but its numerical simulation requires a strategy to overcome the numerical cost limitation. In fact, a naive approach would be far too expensive and the construction of a metamodel often falter over the long term integration problem (\cite{2}).

Moreover, in the case of wave propagation, the received signal results from the superposition of interfering wave packets, each one depending on the stochastic characteristics of the medium. To deal with the complexity of the resulting signal, we propose a method to build a metamodel based on a decomposition adapted to the medium: the normal modes of the propagating operator.

A stochastic basis adapted to the propagation

After a Fourier transform in time, the problem of wave propagation results in solving the Helmholtz equation:

\[ H(x, \xi) u = \Delta u + \frac{\omega^2}{c(x, \xi)^2} u = s(\omega) \]  \hspace{1cm} (1)

where \( s(\omega) \) is the spectrum of the source and \( c(x, \xi) \) the wave celerity in the medium. The randomness of the medium gives a wave celerity which depends on random parameters \( \xi \).

Linear operator theory ensures that the eigenvectors \( (\Psi_k)_{k \in K} \) of \( H \) form a basis of the space of square integrable functions. This basis gives a natural decomposition in wave packets for the solution \( u \).

However, this basis is defined as the spectrum of a random operator \( (H(x, \xi)) \) and depends on the stochastic parameters \( \xi \). We propose to consider the Polynomial Chaos expansion (gPC) of this basis in order to be able to decompose the solution for every realisation of our medium with a low computational cost.

A modular metamodel

Once the gPC expansions of the normal modes \( (\lambda_k(\omega, \xi))_{k \in K} \) and \( (\Psi_k(x, \omega, \xi))_{k \in K} \) are computed, they can be used to generate signals for a given source at a distance \( R \):

\[ u(\omega, R, \xi) = \left[ i \sum_{k \in K} H_0^{(1)}(\lambda_k(\omega, \xi) R) \Psi_k^2(0, \omega, \xi) \right] s(\omega) \]  \hspace{1cm} (2)
Abstract: One of the most challenging tasks in computational science is the approximation of high dimensional functions. Most of the time, only a few information on the functions is available, and approximating high-dimensional functions requires exploiting low-dimensional structures of these functions.

In this work, the approximation of a function $u$ is built using point evaluations of the function, where the evaluations are selected adaptively. Such problems are encountered when the function represents the output of a black-box computer code, a system or a physical experiment for a given value of a set of input variables.

A multivariate function $u(x_1, ..., x_d)$ defined on a product set $X = X_1 \times \cdots \times X_d$ can be identified with a tensor of order $d$.

Here, we present an algorithm for the construction of an approximation of a function $u$ in tree-based tensor format (tree tensor networks whose graphs are dimension partition trees). A low-order tensor $v_\alpha$, seen as a vector-valued map, is associated to each node $\alpha$ of the dimension partition tree $T$, and this set of tensors totally parameterizes the approximation.

For example, an approximation $v$ associated with the tree of the Figure 1 takes the form:

$$v = v_{1,2,3,4}(v_{1,2}(v_1(\phi_1(x_1))), v_{2}(\phi_2(x_2)), v_{3,4}(v_{3}(\phi_3(x_3)), v_{4}(\phi_4(x_4))))$$

where the $\phi_\nu : X_\nu \rightarrow \mathbb{R}^{n_\nu}, \nu \in \{1, 2, 3, 4\}$ are the feature maps.

The algorithm relies on an extension of principal component analysis (PCA) to multivariate functions in order to estimate the tensors. In practice, PCA is realized on sample-based projections of the function $u$, using interpolation or least-squares regression.

To provide a stable projection, least-squares regression usually requires a high number of evaluations of $u$, which is not affordable in our context. This number of evaluations can be decreased thanks to a so-called "boosted" weighted least-squares method. This method combines an optimal weighted least-squares method proposed in [1] and a re-sampling technique. With a particular choice of weights and samples and through re-sampling, an approximation error of the order of
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Abstract:
Avalanche flow dynamics models depend on inputs that are poorly known (e.g., friction parameters, initial conditions corresponding to the avalanche release, etc). The outputs of these models are commonly both functional and scalar and they are employed for land-use planning and the design of defense structures. Thus, it is required to assess the impact of the uncertainty of the parameters on the outputs, and this is the aim of sensitivity analysis. It is possible to apply sensitivity analysis to each output of the model separately but this leads to redundancy in the results. An alternative based, on aggregated Sobol’ indices was proposed by [2] (see also [1]). We propose here to reduce functional outputs to vectorial ones and then to compute aggregated Sobol’ indices. Specifically, we developed the sensitivity analysis of two functional and one scalar output of an avalanche dynamics model. First, the outputs are decomposed in basis functions using simultaneous principal components and then, the generalized Sobol’ sensitivity indices are computed on the coefficients of the expansion. Application is made to a fluid avalanche model based on depth-averaged Saint-Venant equations on a typical avalanche path. The results show that the Coulombian friction coefficient is the most influential input of the model on a case study path but the influence of the other inputs is not negligible.
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Abstract:

In the context of computational thermodynamics, we aim at reconstructing a multidimensional function $f: \mathbb{R}^d \to \mathbb{R}^p$ which is solution of an inverse problem. That is, knowing a training set $\{x_l, z_l\}_{l=1,...,N}$, we aim at building a regularized $\mathbb{R}^p$-valued function $f = (f^1 \ldots f^p)$ such that

$$\sum_{i=1}^p \lambda^i(x_l)f^i(x_l) = z_l, \quad l = 1, \ldots, N, \quad (1)$$

with given functions $\lambda^i$. Component $f^i$ represents an energy function. We propose a regularized solution for this problem by a Maximum Entropy on the Mean (MEM) method. Interpolation problem, as problem stated in (1), defines a too "local" constraint and will lead to a trivial reconstruction by MEM methods. Mixed interpolation and moment constraints must be considered to find an appropriate solution.

Motivated by crystallography [1], MEM method has been developed in [2] and [3]. The method aims at the reconstruction on space $U$ of the probability measure $P$ associated with random variables $Y$ when having at hand only a few information on $Y$.

Let $P_0$ be a probability measure defined on compact space $U$. $P_0$ will be called the reference measure. MEM method derives as solution $P$ the probability measure with highest $P_0$-entropy, that is the probability measure $P$ which minimizes the divergence (or maximizes the entropy) from measure $P_0$. Reference measure $P_0$ can act as a priori information on $Y$ distribution. Letting $K$ be the Kullback-Leibler divergence, this problem is more formally written

$$\min_{P} K(P, P_0)$$

$$P : \int_U ydP(y) = z, \quad z = (z_1 \ldots z_N)^T \in \mathbb{R}^N. \quad (2)$$

To estimate the solution $P$, we will work on a sequence of estimators

$$\nu_n = \frac{1}{n} \sum_{i=1}^n X_i \delta_t, \quad (3)$$

where $X_i$ are random amplitudes and $\delta_t$ is the discretization of space $U$.

In [4] the authors have proposed an extension of MEM method for functional reconstruction instead of probability measure reconstruction. The key idea of MEM method in this case is that
Sparse polynomial chaos expansions: Benchmark of compressive sensing solvers and experimental design techniques
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Abstract: Polynomial chaos expansions (PCE) are a well-known and popular surrogate modelling technique that expands the model response in terms of orthogonal polynomial functions of the input random variables. While PCEs work well for low input dimensions, the accurate computation of their coefficients becomes challenging in high dimensions, because the number of basis functions (and hence coefficients) grows exponentially with the dimension. The same holds for the case when polynomials of high degree are required to achieve a good approximation. At the same time, traditional methods for computing the coefficients of a PCE, such as projection or least-squares regression, require a number of model evaluations that is larger than the number of basis functions. Both challenges limit the applicability of such PCE methods to high-dimensional, costly models.

Fortunately, these issues can be addressed by using the Compressive Sensing framework to compute a sparse PCE, i.e., one for which only few of the coefficients are nonzero. Here, the regression problem is modified by adding a constraint on the sparsity of the solution. Sparse PCEs perform well if the model is compressible, i.e., if the coefficients of a high-dimensional PC approximation to the model decay sufficiently fast. This is usually the case for real-world models. Moreover, sparse PCEs need by far less model evaluations than traditional methods, which enables their use in high-dimensional and high-degree settings.

In recent years, a large number of articles has been published that propose efficient methods for computing sparse PCEs from a small number of model evaluations, using ideas from Compressive Sensing. Many of these contributions have good theoretical guarantees as well as superior performance on example problems. However, comparisons are often only made with respect to standard methods, not to other recent developments. Also, the methods vary considerably in computational demand. For engineers who want to apply sparse PCE to their problems but not read and evaluate the large literature on the topic, a guideline is needed to decide which method shall be used in a given situation.

Our contribution is a literature review together with extensive numerical benchmarking. We collect and explain the available methods and analyse their behavior on various analytical and numerical examples. We also propose a general modular framework for adaptive sparse PCE computations, in which most of the methods put forward in the literature can be fit. In particular, the main modules are basis adaptivity, sampling or enrichment of the experimental design, and computing a solution to the sparse regression problem. The adaptive sparse PCE procedure consists of the repeated execution of these modules.

For each of the modules, many methods have been proposed in the literature. As an example, for creating the experimental design there are

- space-filling methods such as Sobol sequences and Latin hypercube sampling (LHS):
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Abstract:

This work is motivated by the following question: How to deal with a dynamic physical problem when a numerical model is not an option (inexistent, unreliable or time consuming)? Specifically, when a fairly large data set is available, and the interest data are of different natures. In this context, we assess a dynamical data-driven model that links a two-dimensional state variable to scalar forcing variables.

The presented methodology is applied within the context of a power plant water intake monitoring. The intake channel is located in a coastal area, and must ensure enough water supply for the cooling process of the power plant, even though it is subject to massive sediment arrivals, which represents a clogging risk. One of the industrial challenges is therefore to predict the sediment dynamics observed in the channel, which can be deduced from the observed bed evolutions in the study area. The sediments outside of the channel can be stirred up under the waves constraint, and transported towards the channel by the tidal currents. This process can be amplified during low tide levels, resulting in a higher sediment volume entering the channel.

Due to the monitoring needs, bathymetric measurements of the channel are performed on a regular basis, along with meteorological and hydrodynamic surveys (waves, wind, tidal levels, etc.) as well as management information (dredging data, pumping flowrates). The aim is therefore to establish a dynamical model that predicts the bed elevations state field, from the knowledge of the previous state and the several forcing parameters.

As the bed elevation is a two-dimensional field, it must be reduced to a representative vector of scalar variables by applying a Proper Orthogonal Decomposition (POD) [1]. The POD consists of decomposing a field that depends on both time and space variables into a finite sum of functions with separate variables. This allows first to isolate the spatial patterns, represented by the functions depending on space variables, called the POD basis. The POD basis terms, when added, explain the observed dynamic. The interest of this operation is that the deduced patterns can often be interpreted in terms of physical behavior. Another consequence of the POD is that the functions depending on time that are associated to each member of the POD basis, are simply scalar variables that vary in time. Their variability directly represents the variability of the original two-dimensional field, here the bathymetry. In a non-chaotic system, these functions, called “temporal modes”, are often signals that can be explained by inputs, or even predicted by an adequate statistical model. This means that the temporal modes at future times can be predicted from previous times using the information on the forcing variables. A finite number “K” of modes can be selected as a reliable representation of reality.

A natural outgrowth of the analysis is therefore to propose a statistical model. In our study, we propose a Polynomial Chaos Expansion (PCE). The temporal modes are considered as random variables that can be linked to random forcing variables, considered as independent, via an orthogonal polynomial basis. The PCE is build using the Least Angle Regression Stagewise (LARS) method, which is a sparse PCE construction [2]. This allows to gain in fitting accuracy by increasing the polynomial degree with small amount of data.
Extended Principal Component Analysis algorithm for adaptive model reduction in inverse problems
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Abstract:
The problem of identifying model parameters given observed data appears in many areas of contemporary research. Such problems are called inverse problems and in most cases are ill-posed. The main approach for fast and efficient solution of this type of problems is to solve the corresponding optimization problem using various optimization techniques. Objective function in such optimization problems is typically written in form of squared misfit between observed data and model simulation results:

$$\min_x \left[ F(x) = \sum_{i=1}^{N} \left\{ \frac{f(x_i) - d_{i}^{\text{obs}}}{\sigma_i} \right\}^2 \right]$$

where $d_{i}^{\text{obs}}$ - observed data, $x$ - model, $f(x_i)$ - function of model, $\sigma_i$ - standard deviation.

In practical problems $f(x)$ is determined by physical processes modelling and has form of system of PDE’s which is commonly packed into complex simulation systems or software products. Calculation of $f(x)$ is referred as solving forward problem. In practice, one run of the forward problem could take from few ms to few days of computation cost.

One of the main approaches to accelerate the convergence of an optimization algorithm for problem (1) is to parametrize model $x$ or, in other words, to reduce model size. Typically this reduction is achieved by decomposition of the initial model using an orthogonal basis and further optimization in reduced space of decomposition parameters.

The model reduction problem has been widely studied in the last 30 years. In general, most of parametrization techniques can be classified into two groups [2]. First represents model decomposition as linear combination of fixed basis functions (e.g. Discrete Cosine Transform, Discrete Wavelet Transform), while the second group allows determination of the basis functions by given dataset of prior information (e.g. PCA-based techniques [5] or, which is the same in this context, Karhunen-Loève expansion and its variations [3]). In majority of problems, where a model has complex structure (e.g. has to be physically consistent) the family of PCA-based techniques is used as methods which allow preserving physical consistency by incorporating two-point or multi-point correlations between elements of prior dataset [3]. Model reduction based on Karhunen-Loève expansion is also a regularization approach for inverse problems based on stochastic modelling. However, these methods still have disadvantages caused by sole using of prior information.

Key idea of this work is to reconstruct the PCA basis by introducing the information of objective function sensitivity into basis composition process.

Classic PCA basis provides best model decomposition in terms of minimizing total mean squared error of the approximation [1]:
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Abstract:
Characterization of contaminated soil and groundwater around industrial plants is a major challenge for site remediation. A classical approach consists in providing an estimation of the polluted zone extent thanks to observations (data of pollutant concentration) and geostatistical tools (e.g. kriging). However, this estimation might turn out to be of low precision if only few data are available. Besides, flow and contaminant transport simulation is widely used to assess potential migration paths of pollutants through the subsurface. It is efficient even if information from sampling is not available, as long as input parameters are consistent with the site under study.

Thus, the approach developed in this work combines classical geostatistical tools and results of simulations of flow and contaminant transport. It aims at improving the quality of the estimation of the polluted zone extent and reducing the associated uncertainties.

The proposed method is adapted from the work of C. Roth [1]. It consists in building an a-priori model of the subsurface of the site under study and simulating the migration of a pollutant plume on several realisations of that model, thus obtaining several unconditional realisations of pollutant plume migration. Then, hundreds of these realisations are used to compute empirical covariances accounting for the spatial variability of the regionalized variable (Z) representing the pollution under study:

\[
C(x, x') = \frac{1}{N} \sum_{k=1}^{N} (Z_k(x) - \overline{Z(x)})(Z_k(x') - \overline{Z(x')})
\]

(1)

where \(C(x, x')\) is the covariance value for the couple of points \((x, x')\), \(N\) is the number of realisations, \(Z_k(x)\) is the value of \(Z\) at \(x\) for the \(k\)-th realisation and \(\overline{Z(x)}\) is the average of \(Z(x)\) over \(N\) realisations. Hence, we are able to compute non-stationary covariances that reproduce the spatial variability of \(Z\) better than a model based on observations only. Finally, a kriging estimate using these non-stationary covariances is performed. The same approach can also be applied if the spatio-temporal aspect of \(Z\) is considered, by computing empirical spatio-temporal covariances.

The performances of this method are assessed on a two-dimensional synthetic model of subsurface with a scenario of pollution due to a tritium source. The model includes an unsaturated zone of a few meters deep in which the flow and contaminant transport is simulated. Only few observations are extracted from the reference simulation (e.g. Figure 1) so as to evaluate the extent of the polluted zone. Then, hundreds of flow and contaminant transport simulations are run with input parameters differing from the reference simulation, in order to take into account the uncertainties on the input parameters of the modeling.
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**Abstract:**
This abstract is for a poster submission. Gaussian process (GP) is one of the most attractive metamodels for emulating time-consuming computer codes. Here, we focus on problems when outputs are spatial maps. Without loss of generality, we consider a spatial domain $D_z = [0, 1]^2$. The computer code is viewed as a function:

$$f : \mathcal{X} \subseteq \mathbb{R}^d \rightarrow L_2([0, 1]^2)$$

where $x$ is a vector of scalar inputs and $y_x(z)$ is the output at the location $z \in D_z$.

A common technique [1] is to vectorize and to reduce dimensionality of the output map by principal component analysis (PCA). Then, PCA coordinates are emulated independently by different GP models, which seems reasonable given the orthonormality of the axis. However, output dimensionality can be too high and makes intractable the covariance matrix diagonalization. For instance, marine flooding maps may have more than ten thousand pixels. Furthermore, PCA does not take into account the spatial nature of the data and their properties, such as smoothness.

In our work, $\forall x \in \mathcal{X}$, $y_x(z)$ is decomposed onto a finite basis of functions, using functional principal components analysis (FPCA) [3]. This dimension reduction method allows to keep at most the functional/spatial nature of the outputs. In the literature, wavelets are often chosen as the basis of functions for spatial maps [2], due to their ability in revealing information at different levels and areas in the maps. Thus we have:

$$y_x(z) = \sum_{j=1}^{K} \beta_{j}(x) \phi_{j}(z), \ \forall x \in \mathcal{X}, \ \forall z \in D_z$$

(2)

where $j \in \{1, \ldots, K\}$, $\beta_{j}(x)$ are the wavelet coefficients, and $(\phi_{j}(z))$ the wavelet basis. This basis is orthonormal, so FPCA is equivalent to PCA on the wavelet coefficients. Obviously, in order to reduce the dimension, it is necessary to limit PCA on the most informative wavelet coefficients. We propose to order them in two different ways according to the decomposition of the energy:

$$\|y_x\|^2 = \int_{0}^{1} y_x(z)^2 dz = \sum_{j=1}^{K} \beta_{j}(x)^2$$

(equation (3)). The unselected coefficients are estimated by the mean.

$$\lambda_{j} = \mathbb{E}[\frac{\beta_{j}(X)^2}{\sum_{j=1}^{K} \beta_{j}(X)^2}] \ \text{or} \ \lambda_{j} = \frac{\mathbb{E}[\beta_{j}(X)^2]}{\sum_{j=1}^{K} \mathbb{E}[\beta_{j}(X)^2]}$$

(3)
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Abstract:

Uncertainty quantification methods address problems related to with real world variability. Generally, an engineering system is represented by a numerical function $Y = G(X)$, whose inputs $X \in \mathbb{R}^p$ are uncertain and modeled by random variables. The variable of interest is the scalar output of the computer code, but the statistician rather work with some quantities of interest, for example, a quantile, a probability of failure, or any measures of risk. Uncertainty quantification aims to characterize how the variability of a system and its model affect the quantity of interest [1].

We propose to gain robustness on the quantification of this measure of risk. Usually input values are simulated from an associated joint probability distribution. This distribution is often chosen in a parametric family, and its parameters are estimated using a sample and/or the opinion of an expert. However the difference between the probabilistic model and the reality induces uncertainty. The uncertainty on the input distributions is propagated to the quantity of interest, as a consequence, different choices of input distributions will lead to different values of the risk measures.

To consider this uncertainty, we propose to evaluate the maximum risk measure over a class of distributions. Different classes are suggested in the literature mainly discussed in the work of Berger and Hartigan in the context of Robust Bayesian Analysis (see [10]). They consider for example the generalized moment set [4] or the $\varepsilon$-contamination set [11]. The generalized moment set has some really nice properties studied by Winkler [13] based on the well known Choquet theory [3]. An extension of Winkler’s work has been more recently published by Owhadi and al. [9] under the name of Optimal Uncertainty Quantification (OUQ). In our work, we will focus on classes of measures specified by classical moment constraints. This is a particular case of the framework introduced by [9] justified by our industrial context, mainly related to nuclear safety issues [12]. Indeed, in practice the estimation of the input distributions, built with the help of the expert, often relies only on the knowledge of the mean or the variance of the input variables.

The solution of our optimization problem is numerically computed thanks to the OUQ reduction theorem ([9], [13]). This theorem states that the maximum of the risk measure is located on the extreme points of the distribution set. In the context of the moment class, it corresponds to a product of discrete finite measures. To be more specific it holds that when $N$ pieces of information are available on the moments of a measure $\mu$, it is enough to pretend that the measure is supported on at most $N + 1$ points.

One of the main issues is the computational complexity of the optimization of the risk measure over the given class of distribution. In the moment context, Semi-Definite-Programming [6] has been already already explored by Betrò [2] and Lasserre [7], but the deterministic solver rapidly reaches its limitation as the dimension of the problem increases. One can also find in the literature...
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Abstract:
The planning of electricity distribution grids is expected to evolve quickly to not only incorporate an increasing number of electricity production facilities based on Renewable Energies (RE) but also to anticipate the introduction of new electricity uses such as electric vehicles and energy storage equipment.

This new reality can cause the need for work on the grid that is costly and long to implement. Different research centres, including EDF R&D, assign resources to the development of solutions capable of easing the integration of REs and new electricity uses into the distribution grid: advanced voltage regulation, temporary renewable production curtailment . . .

EDF R&D and CentraleSupélec/L2S cooperate since 2012 to develop a decision support tool for the multi-year planning of distribution grids with the introduction of renewable energies [1]. Using this tool and for a given network, different planning strategies representing different approaches can be studied, while taking into account uncertainties regarding the deployment of renewable energies. EDF R&D is interested in using this tool to identify the best planning strategies to apply to a given family of networks (rural networks, urban . . .).

Until now the research into the optimisation of planning strategies has consisted in minimising the expected cost of a bi-variable strategy through the use of Bayesian optimisation algorithms such as IAGO [4], TTPS and PTS [3]. The tested algorithms showed interesting performances in a simple case but do not seem however entirely adapted to the future needs in terms of optimisation:

- Expected cost may not be the best criterion for measuring the effectiveness of a strategy. Statistical indicators that are more relevant but also more difficult to estimate should be considered;
- The optimisation of a single objective, such as the average cost, is not satisfactory if one considers the complexity of the problem on the Distribution System Operator (DSO) perspective. Multi-objective and/or constrained formulations must, therefore, be studied [2];
- A DSO eventually prefers to know the near optimal areas of the solution space, satisfying a tolerance on objectives, rather than the exact solution. This way of considering optimisation does not seem to have been considered in the literature.
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Abstract: The concept of margin is widely used in engineering fields, when the topic of design under uncertainty needs to be addressed. This notion has first been shaped by the intuition, but more rigorous definitions have been proposed in some engineering fields, as the practices were understood more precisely. Nevertheless, it appears that there is no general definition that would describe formally a margin independently from the field [2]. The goal of this work is to provide such a framework, encompassing a wide variety of current practices.

The margins that are investigated are those that can be described as an amount of something included so as to be sure of success or safety. Considering this definition, the margins in our scope are always taken to cover the consequences of some uncertainties. Our thesis is that it is always possible to measure this amount of something included, as a distance to a reference. However, this reference is not always a critical point to avoid or a point of performance to aim at and the distance does not always include all the variables of the problem.

The source of the uncertainty (lack of knowledge, truly aleatory phenomenon, unknown future design choices, unreliable partners...) and the consequences (limiting the design, improper prediction, safety concerns...) at stake in margins are numerous and diverse. In order to model it, it is assumed that it is possible to determine if the system is in an acceptable state by looking at some (random) variables of interest describing the system. More precisely, a state is acceptable if and only if the random variables of interest belong to an acceptance set $\mathcal{A}$. This acceptance set can be defined thanks to a risk threshold and a risk measure - i.e a function that maps random variables to a real value, interpreted as a "risk"-, similarly to the monetary risk measures introduced in [1].

We show that our framework gives a relevant interpretation of some well documented indicators from multiple engineering fields, the capability process $C_p$ in statistical quality [7], the safety coefficients $\gamma$ in probabilistic civil engineering [5], the gain $GM$ and phase margin $PM$ in control [6], among others. Some specific margins defined in previous frameworks [8], [4], [3] can also be defined in our formal system.

One of the possible applications of such a framework is to permit communication and exchange of margins between engineering disciplines, in the context of the design of a complex system. Another use could be an easier recording of the reason why a margin is imposed and an easier monitoring of its future evolution. The study of margin calibration, i.e focusing on how the minimum margin values are chosen, could be facilitated by the proposed margin definition. Last but not least, we hope that it will help to formalize some problems known as global margin allocation and margin accumulation, that would be solved by UQ techniques.
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Abstract:

With increasing demands on the functionality of structures, more and more complex interdependent infrastructures and networks are developed in engineering. Design and maintenance of such systems require advanced computational models (a.k.a. simulators) to assess the reliability, control the risk and optimize the behaviour of the systems. Classically, numerical models are deterministic, meaning that repeated model evaluations with the same input parameters produce exactly the same output quantity of interest (QoI). In contrast, stochastic simulators provide different results when run twice with the same input values. In other words, the QoI of a stochastic simulator is a random variable for a given vector of input parameters. The case study that fosters this research work is the structural design of wind turbines: the input of the simulator is among others, a three-dimensional wind field, which is macroscopically defined only with a few parameters. A single realization of those parameters leads to different realizations of the wind field, and thus to different structural performance.

In the context of optimization or uncertainty quantification, surrogate models are often used to alleviate the computational burden. Deterministic surrogate methods have been successfully developed in the past two decades, yet they cannot be directly applied to emulate stochastic simulators due to the random nature of the latter. To build stochastic emulators, two categories of methods can be found in the literature. The first one focuses on estimating some statistical scalar quantities, e.g. mean and variance [2]. The second category aims to estimate the response distribution function but requires a large size of the data set, especially many replications of the runs of the simulator to capture the intrinsic stochasticity of the response [3]. In this work, we introduce a novel approach that does not require replications to build a sparse surrogate model that predicts the response probability density function (PDF) for any input parameter set.

For given input parameters $X = x \in \mathbb{R}^M$, we choose to approximate the PDF of the QoI $Y(x)$ using the four-parameter generalized lambda distribution (GLD) [1]. Following this setting, the distribution parameters $\lambda$ are functions of the input parameters, i.e. $\lambda(X)$. Under certain conditions, these functions can be represented by polynomial chaos (PC) expansions [4], and the coefficients associated with the PC basis functions are the model parameters to be estimated from data. In summary, the model is expressed as follows:

$$Y(X) \sim GLD(\lambda_1(X), \lambda_2(X), \lambda_3(X), \lambda_4(X))$$

$$\lambda_s(X) = \sum_{\alpha \in \mathbb{N}^M} a_{s, \alpha} \psi_\alpha(X) \quad s = 1, 2, 3, 4$$

where $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_M)$ denotes the multi-index defining the PC basis function $\psi_\alpha(X)$ and $a_{s, \alpha}$ is the associated coefficient with respect to $\lambda_s(X)$. 
When fitting the GLD model to data, truncated series expansions using a finite set of multivariate orthogonal polynomials \( \{ \psi_{\alpha}, \alpha \in A \} \) is used for each \( \lambda_s(\mathbf{X}) \). If prior knowledge is available to fix \( A_s \), we propose the maximum likelihood estimation to estimate the model parameters \( a \) without the need for replications. However, due to the complexity of the GLD formulation, maximizing the likelihood can be time consuming with large data sets. Here, we derive analytically the gradient and Hessian matrix of the likelihood function with respect to \( a \) to efficiently apply derivative-based optimization algorithms. In the case of unknown \( A_s \), the classical “full” PC approximation cannot be applied due to the so-called curse of dimensionality, in the sense that the basis size increases exponentially with increasing input dimension or polynomial degree [4]. To overcome the difficulty, we propose a stepwise algorithm to adaptively construct a sparse PC approximation for each \( \lambda_s(\mathbf{X}) \). The method mainly consists of three steps: estimation of the conditional mean and variance, forward selection and backward elimination.

The performance of the proposed method is illustrated in various analytical examples. Further applications to wind turbine simulations is currently in progress.

![Figure 1: On the left: training data. On the right: comparison between the GLD model built with full PC approximations of \( \lambda(\mathbf{X}) \) (denoted by full GLD) and the sparse GLD model. This toy example has normal distribution as the analytical solution with its mean and variance depending on the two-dimensional input parameters.](image)
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